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ABSTRACT

Computational genomics plays an important role in health care, but
is computationally challenging as most genomics applications use
large data sets and are both computation-intensive and memory-
intensive. Recent approaches with on-chip hardware accelerators
can boost computing capability and energy efficiency, but are lim-
ited by the memory requirements of accelerators when processing
workloads like computational genomics. In this paper we propose
the accelerator-interposed memory (AIM) as a means of scalable and
noninvasive near-memory acceleration. To avoid the high memory
access latency and bandwidth limitation of CPU-side acceleration,
we design accelerators as a separate package, called AIM module,
and physically place an AIM module between each DRAM DIMM
module and conventional memory bus network. Experimental re-
sults for genomics applications confirm the benefits of AIM. Due to
the much lower memory access latency and scalable memory band-
width, our noninvasive AIM achieves much better performance
scalability than the CPU-side acceleration when the memory sys-
tem scales up. When there are 16 instances of accelerators and
DIMMs in the system, AIM achieves up to 3.7x better performance
than the CPU-side acceleration.

CCS CONCEPTS

« Computer systems organization — Special purpose sys-
tems; - Hardware — Memory and dense storage;

1 INTRODUCTION

Computational genomics has tremendous potential as a means of
providing customized medical care [18]. For example, rather than
using an array of chemotherapy drugs to treat cancer, genetic anal-
ysis can allow a physician to select a particular drug or treatment
that is appropriate for the particular pathology of the cancer. It can
also help with preventative treatment such that doctors can better
identify those diseases to which a patient is genetically susceptible.

In general, genomics applications can be classified into two main
categories: genome reconstruction and genomics diagnosis/analysis,
as illustrated in Figure 1. First, a patient has her DNA sequenced
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Figure 1: Genomics application work flow: genome recon-
struction and genomics diagnosis/analysis.

to produce a collection of short reads, i.e., small pieces of 50-150
base pairs, since current DNA sequencing technologies are not
able to read the entire genome [36]. These short reads are then
reconstructed (e.g., alignment, mark duplication, insertion, and
deletion) to a whole genome and aligned to the canonical reference
genome. Second, the genome can then be analyzed in a variety of
ways [9]. On one hand, this genomics data from the patient can be
compared against the canonical reference genome to help a health
professional, in a clinical diagnosis, customize the patient’s medical
care. On the other hand, this genome can be compared against
other individuals’ genomes as part of a population study to help
clinicians and biomedical researchers better understand diseases.

Most genomics applications use extremely large data sets. Stor-
age for a single human genome occupies around 6 GB of space—and
that would first need to be reconstructed from a much larger pool
of short reads that take hundreds of GB space. For example, the
Burrows-Wheeler transform (BWT) [28], one core component of
genome reconstruction backward search, requires around 8 GB of
memory footprint. Furthermore, population analysis based on ge-
nomics data often requires the comparison of multiple genomes [9].
This makes genomics applications not only computation-intensive,
but also memory-intensive, and therefore it usually takes a couple
of weeks to complete the computation [48].

To make computational genomics useful in a clinical setting,
we need to reduce the computational overhead of obtaining and
using genetic data to the point where it can become a common
medical practice. Among various acceleration candidates such as
multicore, GPU, and customized hardware acceleration, the cus-
tomized accelerator-rich architecture proves to be one of the most
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Table 1: Last-level cache (LLC) miss rate for genomics appli-
cations running on CPU-side acceleration.

Applications | BWT | DynProgram | MergeSort | FastEpistasis

LLC miss 61% 68% 51% 72%

energy-efficient, high-performance alternatives [10, 11]. However,
even though the computation aspects can be satisfied through cus-
tomized accelerators, the memory requirements of genomics appli-
cations are such that the CPU-side acceleration would easily starve
the accelerators due to long memory access latency and insufficient
memory bandwidth [16].

To better understand the memory behavior of genomics applica-
tions, we profile the latest genomics sequencing pipeline running
on CPU-side accelerators with a single DIMM (detailed experimen-
tal setup will be presented in Section 4). As shown in Table 1, the
four genomics applications studied in this paper have high cache
miss rates, where caches are unable to help feed accelerators the
data in time due to a lack of exploitable locality. As a result, a near-
memory acceleration can help reduce the memory access latency.
In addition, these genomics applications usually have very high
memory bandwidth requirements (around 200GB/s). Therefore, the
acceleration approach has to achieve scalable memory bandwidth
by increasing the size of the memory systems (i.e., introducing
more DRAM DIMMs). More quantitative evaluation of the mem-
ory requirements of genomics applications will be presented in
Section 2.2.

To achieve lower memory latency and scalable memory band-
width, we investigate near-memory acceleration and aim to achieve
minimum invasiveness to existing systems. Figure 2 shows the con-
ventional CPU and memory architecture connected by the memory
network. There are a variety of ways one could integrate accel-
erators closer to the memory DIMMs. For example, prior work
integrated accelerators at the memory controller [44], at the DIMM
level [40], or even at the DIMM bank level [26]. Integrating accel-
erators into a processor or DIMM die is complex, and getting a
commercial-grade, highly efficient accelerator packaged into the
same die as a commercial-grade, highly efficient conventional core
or DIMM requires both a large engineering effort and cooperation
between industry players. These factors together make an argument
for moving accelerators that perform streaming style computation
over large volumes of data into a separate die package entirely, and
moving toward a more modular design.

Accelerator

Memory Network

Figure 2: Conventional CPU (and memory controller) and
memory architecture connected by the memory network.

In this paper we propose an accelerator-interposed memory
(AIM), where the accelerator is located on an AIM module that is

physically placed between the memory DIMM and the memory
network. In addition, to achieve better communication between
different AIM modules, we further propose a multi-drop AIM bus
that connects them together. In summary, AIM offers the following
advantages.

1. Noninvasive AIM design. The AIM design is noninvasive to
the existing CPU, memory controller, memory bus, and DIMMs.
It simplifies the authorship of customized accelerators as a sep-
arate package. A set of AIM modules can be introduced to a
machine that consists of off-the-shelf everything and runs off-
the-shelf software. The implemented accelerators also commu-
nicate with other devices using the well-established protocols
that the CPU uses to communicate with the memory, which
limits the need for testing communication protocols.

2. Lower memory access latency. Since the AIM module is
much closer to its associated local DIMM, the access latency to
the local DIMM is much lower (around 17 nanoseconds instead
of the original 112 nanoseconds, or even worse when it exceeds
the memory network bandwidth). In addition, inter-DIMM ac-
cess latency is also much lower through the efficient AIMBus
(an additional 10 nanoseconds if no congestion in AIMBus).

3. Scalable acceleration and memory bandwidth. Instead of
integrating many instances of each accelerator into the CPU,
AIM distributes each accelerator instance between each DIMM
and the memory network. Not only the accelerators are easier to
scale but also it can avoid any bottleneck at the memory network
and the artificial CPU pin-out limit. Moreover, the memory
capacity and bandwidth can scale well with the aggregation
of all DIMM interfaces when the application memory layout is
optimally partitioned.

4. Shared memory between AIM modules and CPU. The AIM
modules literally use the same memory as the CPU; thus, shared
memory is automatic, without the need for additional costly
hardware abstraction.

While conceptually simple, there are several challenges to achiev-
ing such a design. This paper discusses how we met these challenges,
and shows experimentally (based on simulation) that a system fea-
turing AIM can help bring the promise of computational genomics
to the clinical setting.

The remainder of this paper is organized as follows. We first give
an overview of the genomics applications we chose and present
their memory requirements in Section 2. Then we propose the AIM
architecture in Section 3, and discuss how AIM provides scalable
memory capacity and bandwidth, minimizes system impact, and
optimizes memory layout, and how software will be able to make
use of AIM. We describe the evaluation methodology of AIM in
Section 4. We present the acceleration results using AIM for ge-
nomics application in Section 5. Section 6 discusses relevant prior
art. Finally, we conclude in Section 7.

2 GENOMICS APPLICATIONS AND THEIR
MEMORY REQUIREMENTS

Computational genomics has promoted applications in many
fields, such as medicine, biotechnology and genome reconstruc-
tion. The field also includes studies of intra-genomics phenomena
such as epistasis and other interactions between loci within the



genome [36]. We choose four representative computational ge-
nomics applications: the Burrows-Wheeler transform (BWT) and
dynamic programming (dynProgramming) are used for genome
reconstruction; merge sort and fast espistasis are used for genome
diagnosis/analysis. Then we measure their memory requirements
to motivate our AIM design.

2.1 Genomics Applications

In this subsection we briefly describe the four representative ge-
nomics applications.

Burrows-Wheeler Transform. One of the main algorithms
for aligning short reads back to a human genome is the Burrows-
Wheeleer transform (BWT) [28, 30]. It matches billions of short
strings (about 50-150 characters) to a reference genome which is
about 3 billion characters long. We divide the reference genome
and those short reads among all the DIMMs. Each AIM module
will align its portion of short reads to the applicable portion of the
reference genome. Whenever an AIM module needs data in the
reference genome that is not in its own local DIMM, it will use the
AIMBus to access the remote DIMM that has the data.

Dynamic Programming. One of the common problems in bi-
ology is to estimate the similarity between short reads and the
reference genome, or between DNA and protein sequences [20].
One of the main algorithms for string comparison and finding
similarity is dynamic programming [2]. It relies on solving larger
problems starting with a set of small sub-problems. We divide the
total DNA and protein sequences into different DIMMs. Each DIMM
performs the comparison of a subset of sequences using the dy-
namic programming algorithm for each pair. AIMBus is used to
access a remote DIMM when the sequence is not in the local DIMM.

Merge Sort. Merge sort, a comparison-based sorting algorithm,
is another commonly used algorithm in genomics. For example,
it is used in SAM (Sequence Alignment/ MAP) format for storing
large nucleotide sequence alignments [29]. Merge sort is a divide-
and-conquer algorithm. It divides the input array in two halves,
sorts for the two halves, and then merges the two sorted halves. It
is composed of multiple phases, where the first phase is completely
parallel, and each AIM module sorts the data of its attached local
DIMM. In the following phases, data from every two DIMMs are
merged together into one DIMM through the AIMBus, and only one
AIM module will perform the sort. As a result, the parallelism factor
is cut down by two. This will continue until all data are merged
and sorted by one single AIM module.

Fast Epistasis Detection. Genetic interactions called epistasis
have been widely studied. It can have an influence in cancer [4],
hypertension [45], obesity [38] and other complex diseases [32].
However, the detection of gene-gene interactions in genome-wide
association studies (GWAS) needs a massive amount of computation
and data. The number of single-nucleotide polymorphisms (SNPs)
is mostly on the order of 10°-107 in humans and the total number
of pairs of SNPs that need to be studied can be on the order of
1012-10'* [24]. In addition, data will be gathered on thousands of
individuals. We leverage the fast epistasis code from [24]. In this
algorithm, we store the SNPs through all the DIMMs. Each AIM
module will find the correlation of the SNP pairs inside its local
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Figure 3: Percentage of computation and non-overlapped
communication in the total execution time for genomics ap-
plications using CPU-side acceleration.

DIMM, and for the pairs that are not in one DIMM, the AIMbus
will be used to get the data from a remote DIMM.

2.2 Memory Requirements of Genomics

In this section we characterize the memory requirements for the
genomics applications that we chose.

Table 2: Memory footprint for genomics applications.

Applications | BWT | DynProgram | MergeSort | FastEpistasis

Memory size | 8 GB | 8 GB 6 GB 4GB

1. Table 2 summarizes the total amount of data each application
uses. To make the simulation time-affordable, we limit the size
within 8GB for each application. In real applications, the memory
footprint could be much larger.

2. To motivate the design of AIM, in addition to the last-level cache
miss rate in Section 1, we further profile the percentage of pure
computation and non-overlapped memory access in the total ex-
ecution time. The data is collected for the CPU-side acceleration
baseline with 16 instances of accelerators and DIMMs, detailed
in Section 4. Shown in Figure 3, more than 70% of the total exe-
cution for these genomics applications is spent on the memory
system after the computation is accelerated using customized
accelerators. This implies that the near-memory acceleration
can bring much performance benefit since it achieves a much
lower memory access latency.

3. We also calculate the targeted bandwidth for these genomics
applications using the same experimental setup assuming the
memory access overhead is removed. As shown in Figure 4, the
targeted bandwidth is from 168GB/s to 202GB/s.! However, the
actual achieved bandwidth is less than 50GB/s due to the limited
memory network bandwidth.

!Note that we limit the size of our applications for simulation purposes. For real
applications with larger memory access sizes, the targeted bandwidth could be even
higher.
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genomics applications using CPU-side acceleration.
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3 ACCELERATOR-INTERPOSED MEMORY

To achieve scalable near-memory acceleration, we propose a non-
invasive accelerator-interposed memory (AIM), as illustrated in
Figure 5. Because the design of accelerators has been widely stud-
ied [10], we will primarily focus on how to interpose the accelera-
tors near the existing memory system. First, we discuss the design
philosophy of AIM, including how to provide scalable memory
capacity and bandwidth, minimize system impact, and optimize
the memory layout. Then we present the detailed implementation
of the AIM modules and AIMBus. Finally, we illustrate how to
program the applications for the AIM system.

Figure 5: An overview of the AIM architecture.

3.1 AIM Design Philosophy

3.1.1  Provide Scalable Memory Capacity and Bandwidth. As
characterized in Section 2, most genomics applications have a large
memory footprint and high bandwidth requirement, which is ex-
acerbated by accelerators that push the already-large amount of
memory accesses into a much shorter time period. Therefore, our
AIM design has to place accelerators closer to memory in such a

way that we can scale both memory capacity and bandwidth by
increasing the number of DIMMs in the system.

To achieve high scalability, we propose to tie an AIM module to
each DIMM, as shown in Figure 5. Each AIM module consists of a
separate package that attaches to a conventional DIMM interface on
the motherboard. It is placed between the DIMM and the memory
network to achieve lower memory access latency and avoid the
bandwidth limit of the memory network. Each AIM module also
acts as a pass-through for communication between the memory
controller of the CPU and the DIMM to which it is attached.

To enable efficient communication between different AIM mod-
ules, we further connect AIM modules via a separate sideband
interconnect much like the SLI connection used between some
graphic cards [3]. We call this sideband interconnect the AIMBus:
it is a multi-drop bus in which several AIM modules can simulta-
neously connect to a single channel. AIMBus arbitrates among the
AIM modules to determine which one may broadcast to other AIM
modules.

3.1.2  Minimize System Impact. To achieve a noninvasive design,
we want to make use of off-the-shelf hardware for CPU, DIMMs,
and the system motherboard to minimize design impact. There are
already a number of constraints regarding the way in which the
CPU and main memory interact over the memory network, and
we want to be sure that these constraints are not broken by our
interposing of accelerators between DIMMs and the motherboard.?

First, we need to ensure that memory requests from the CPU
are handled correctly, even when the DRAM is busy handling an
access request issued from an AIM accelerator. The current DRAM
transaction cannot be interrupted, and yet the CPU memory con-
troller is expecting a response at a specific time. To achieve this,
we make use of the well-established error correcting codes (ECC)
to return a dummy data value that will appear as an error to the
memory controller. This will cause the memory controller to retry
the request again. And the accelerator will stall subsequent requests
for a period of time to ensure that the DRAM is not busy during the
retry. To handle the additional latency from passing CPU requests
through the AIM module, we intentionally advertise the DRAM
access latency to the memory controller as being slower than it
actually is. Since we only fake the ECC when there is contention
between CPU and AIM accelerators, the fake ECC approach has
little impact on the ECC coverage in our experiments.

Second, AIM should work within the confines of the existing
memory model. To achieve this, AIM maintains a particular address
range for the CPU to control AIM modules. We call this region the
accelerator control memory region (ACMR). This ACMR is reserved
such that the operating system is unable to allocate it for other
purposes. There are two types of ACMR: configuration ACMR and
polling ACMR. More details will be presented in Section 3.4.

3.1.3 Optimize Memory Layout. At a high level, a system us-
ing AIM is structured as a hierarchy, with the CPU as the master
and AIM modules serving as workers. Each AIM module and its
attached local DIMM acts as a small independent system capable of
independent computation, while the CPU views all of the memory

2We are currently exploring an implementation of this technology through a collabo-
ration with Micron.
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in the entire system as shared memory. When one AIM module
wants to access data in another remote DIMM, it uses the AIMBus.

Since the memory access latency to the local DIMM is faster than
the remote DIMM and is not limited by the AIMBus bandwidth,
our goal is to optimize the memory layout so that most of the data
accessed by each AIM module is in the local DIMM, and there is
minimum communication between different AIM modules. The
process of mapping data to DIMM:s is conceptually similar to data
tiling [37]. We currently partition data onto AIM for each applica-
tion manually as explained in Section 2.1. In our future work, we
will investigate compiler support for automatic partitioning.

3.2 AIM Module Implementation

To make the AIM module more flexible for different accelerators
and applications, we use an FPGA-based package that can be repro-
grammed for different accelerators. Figure 6 presents the modular
design of an AIM module that can be easily plugged into exist-
ing systems. The key internal components of an AIM module are
described as follows. In addition, each AIM module also has a mem-
ory network connector and DIMM connector to connect with the
conventional memory network and DIMM, respectively.

1. Configuration filter. The configuration filter interfaces with
the CPU (via the memory network) and the accelerator block
inside the AIM module. When a memory request arrives from
the memory network (i.e., CPU), the configuration filter checks
whether the address is in the configuration ACMR. If so, the
request will be redirected to the configuration buffer of the as-
sociated accelerator block. Otherwise, the request is considered
a conventional memory request from the CPU, and it will be
forwarded to the memory access filter. Since the configuration
filter simply examines whether the address is within the ACMR
range, it can be done using two comparators in parallel. This
can be accomplished in a single cycle and achieves a 500MHz
clock frequency on an FPGA [46]— i.e., 2 nanoseconds.

2. Accelerator block. This consists of both the accelerator for
computation and a configuration buffer used to process the
memory requests for the configuration ACMR. We omit the
details of the accelerator design because it has been widely
studied [10, 11, 15, 17].

3. Memory access filter. The memory access filter gets memory
requests from the CPU via the configuration filter, the acceler-
ator block within the local AIM module, and the AIMBus for
remote AIM modules. Whenever a memory request reaches the
memory access filter, it routes and tracks the request source

(i.e., CPU, AIM accelerator) in a memory access table. If an ac-
celerator requests a memory access that is not in the range of
its attached DIMM, the memory access filter routes it to the
AIMBus connector. The AIMBus connector then broadcasts the
request to the remote DIMMs through the AIMBus. Whenever
the memory response comes back from the attached memory
DIMM, the memory access filter checks its memory access table
to find the associated outstanding memory request and forwards
the response to the request source. The memory access filter
prioritizes requests in order of most important to least impor-
tant: CPU request, local accelerator request, remote request
from the AIMBus. We did not find any starvation in any of our
single-application experiments by using this simple arbitration
mechanism. In future work, we will investigate more advanced
mechanisms to avoid starvation for the multi-program environ-
ment, especially when both the CPU and the AIM modules are
running some applications simultaneously.

The memory access table is organized similar to miss status
holding registers (MSHRs), where an incoming request allocates
an entry and a satisfied request invalidates the table entry. Each
entry in the table has a tag to indicate the source for the par-
ticular in-flight request. The memory access table is sized as
the maximum number of concurrent pending access requests
that the attached DIMM module can support. Since the memory
access filter uses a single flag indicating that the pending request
is from the CPU or the AIM module, it can also be accomplished
in a single cycle and achieves a 500MHz clock frequency—i.e., 2
nanoseconds.

4. AIMBus connector. The AIMBus connector is a port to con-
nect the AIM modules to the AIMBus. This AIMBus connector
broadcasts any memory requests of the AIM accelerator that fall
outside of the attached DIMM. All AIM modules on the AIMBus
will listen for the request and determine whether or not the
requested address is on their local DIMM. If so, the AIM module
will service the remote request and broadcast the result back
on the AIMBus for recipient by the originally requesting AIM
module. Only one of the AIM modules can be the bus master at
any time, and we make use of a polling-based arbitration policy.
Quantitative evaluation of the average memory access latency
will be presented in Section 5.2.

3.3 AIMBus Implementation

We propose adding an AIMBus shared among all the AIM modules
in order to enable efficient inter-DIMM communication, not to
limit the accelerators to only using their attached DIMM module,
and to increase data capacity in data transmission. We use a multi-
drop AIMBus in which several AIM modules can be simultaneously
connected to a single channel. Multi-drop buses have the advantage
of simplicity and extensibility. Based on [5, 41, 43], we can have
multiple devices (i.e., AIM modules) connecting to the multi-drop
AIMBus. The master will send the command and if slaves do not
respond within a certain time-out (silence), the master may retry
the same command or send a different command until it receives
a response. An arbitration process will determine which device
should be the recipient. Every message sent over the multi-drop
AIMBus is received by all AIM modules and ignored by all except



Table 3: Detailed parameters of the evaluated CPU-side acceleration and memory-side acceleration architecture.

Copy of accelerators 1,2,4,8,16

Shared L2 (LLC) cache | 32 banks, 8MB, 8-way set associative, 10 cycles latency

Coherence protocol

MOSI protocol for CPU-side acceleration

FPGA region

FPGA from Xilinx Zynq 702 board. 52K LUTS, 106K FF, 140 BRAM, 220 DSPs

DRAM memory

DDR3-1600 DIMMs, 12.8 GB/s peak bandwidth, 11.25 ns CAS latency
1, 2, 4, 8, 16 DIMMs, total capacity of 8 GB for all cases except MergeSort

Memory network

a DIMM tree topology, the root has 51.2 GB/s peak bandwidth for CPU, four channels in the sub-tree,
each sub-tree channel has 12.8 GB/s peak bandwidth and supports up to 4 DIMMs

AIMBus

3.2 GB/s, 6.4 GB/s, 12.8 GB/s (default), 25.6 GB/s peak bandwidth, multi-drop bus

the single recipient. We used the polling method in which each
AIM module should be polled around every 10 nanoseconds. It can
be done by the POLL command or any other appropriate command.
Though current technology may limit the bandwidth of a single-
channel multi-drop bus, we believe we will have higher bandwidth
in the future. For experimental purposes, we use an AIMBus with
a bandwidth of 3.2 GB/s, 6.4 GB/s, 12.8 GB/s, and 25.6 GB/s to
demonstrate the benefits of AIMBus with an increasing bandwidth
trend. Note that in our current settings, each DIMM has different
memory address regions, so there is no need for the coherency
requirement of AIMBus.

3.4 AIM Programming

In a system using AIM, the CPU serves as the master and AIM
modules serve as workers. Next we present how to launch and
poll/end the AIM modules.

Launching AIM modules. To configure the AIM modules
(workers) before performing any task, we maintain a particular
memory address range called configuration ACMR (accelerator
control memory region), which is primarily used for the configura-
tion of accelerators and for communication of control signals. In
order to protect against the OS allocating regions of the ACMR as
regular program memory, a system featuring AIMs indicates that
the ACMR is memory mapped I/O for a dummy device. Memory
requests to the ACMR are routed independently from the normal
memory requests; this is done by the memory controller that over-
rides the DIMM select bit.

Polling/ending AIM modules. Because the memory controller
does not support unsolicited responses from memory, an AIM mod-
ule cannot send information to the CPU without having a CPU
request (read) to its polling ACMR. In theory, requiring the CPU to
poll the AIM modules for progress updates (e.g., to see whether a
task has been completed) may seem highly inefficient. In practice,
however, the inefficiency of polling is offset by the long-running
nature of the data parallel computations over large volumes of data,
combined with a quite predictable accelerator execution time [10].
As a result, the AIM module can generate an estimated time of the
task execution. The CPU polls current estimates, then waits until
the estimated time has elapsed before polling again. This process
repeats until a poll results in a notification that the task is complete.
As a result, the polling of AIM modules is very effective.

Software running on AIM. As presented above, software run-
ning on the CPU communicates with AIM modules by reading and
writing memory within the ACMR region. To make it easier to

program software running on AIM, we use virtual address for the
accelerators. One issue is the address translation for the acceler-
ators. To minimize the address translation overhead, we use the
large page size (2MB) and leverage the CPU TLB and OS to trans-
late virtual address to physical address. As a result, this address
translation overhead is negligible. Another issue we have to handle
is the data coherency for the ACMR. To make the data coherent
between the CPU and AIM modules, a cache block mapping to the
ACMR must be flushed from the cache into the memory before any
change is made visible to the AIM module. This cache flush can
be done through an explicit invalidation by the software running
on the CPU. Once flushed, the cache block is written to memory
and visible to the relevant AIM module(s). The exact protocol for
interacting between the CPU software and the AIM accelerators
is application-specific, and thus beyond the scope of this section.
Instead, our methodology focuses on extending a mechanism for
communication, rather than making demands on a particular com-
munication protocol.

4 EVALUATION METHODOLOGY

In our experiments we simulate the AIM module implementations
according to the reconfigurable low-end FPGAs; the retail price of
a low-end Zynq FPGA board (including an ARM processor, DRAM,
and other components) is around $100. Note that the Zynq FPGA
chip itself can be less than $10 at volume purchase, which is rela-
tively cheaper than DRAMs. We evaluate both the recent CPU-side
acceleration [10, 11] and our memory-side acceleration (AIM). In
both cases, we make use of the same set of accelerators—the only
difference is that the accelerators are within a CPU chip or an AIM
module. We chose this point of comparison, instead of a comparison
to a conventional CPU without accelerators, since there has been ex-
tensive prior work illustrating the performance and energy benefits
of CPU-side acceleration over conventional CPU [10, 11, 15, 17]. We
thus felt that it would be a more meaningful study if the comparison
was made to a more recent CPU-side acceleration.

Table 3 lists the detailed architecture parameters. To illustrate the
better scalability of AIM, we demonstrate scaling from 1 to 16 DDR3
DIMMs. Though we can scale the memory capacity when increasing
the number of DIMMs, we keep the total memory capacity at 8GB
for a fair comparison. 3> Each AIM module is implemented using a
low-end FPGA such as the one used in the Xilinx Zynq 720 board.
For the CPU-side acceleration, we also scale the copy of accelerators

3MergeSort is an exception where we use 8 GB per DIMM because it keeps merging
data from two DIMMs to one DIMM.
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Figure 7: Performance scalability of CPU-side acceleration and AIM with different AIMBus settings for genomics applications,

as the number of accelerators and DIMMs increases from 1 to 16.

from 1 to 16 within a single socket. All the CPU accelerators share a
coherent 32-banked 8MB last-level cache (L2). For the conventional
memory network, we use a DIMM tree topology: the root has 51.2
GB/s peak bandwidth for CPU; there are four channels in the sub-
tree where each sub-tree channel has 12.8 GB/s peak bandwidth
and supports up to four DIMMs. For our proposed AIMBus, we vary
the AIMBus peak bandwidth with 3.2 GB/s, 6.4 GB/s, 12.8 GB/s,
and 25.6 GB/s to demonstrate the impact of AIMBus [41]. Note
that the idea of AIM is not limited to DDR3, it can be applied to
DDR4 or GDDRS5 as well. And the AIMBus can also be improved
with the application of future technologies. We use this setting for
experimental purposes only.

We model the above architecture by extending the widely used
Simics [31] and GEMS [33] simulator. We used the Xilinx Vivado
HLS [14] to calculate the latency and power of the integrated FPGA
accelerators. We use the characteristics of a PCle bus to estimate
the power of the AIMBus [21] and DRAMPower [6] to model DIMM
power consumption. A set of four representative genomics appli-
cations described in Section 2 are used to illustrate the benefits of
our proposed AIM system.

5 AIM RESULTS

In this section we evaluate the performance gains for the ge-
nomics applications on AIM compared to the CPU-side acceler-
ation. We first demonstrate the overall performance scalability
of AIM when there is an increasing number of DIMMs. We also
vary the peak bandwidth of the AIMBus. To gain deep insights
into the performance gains, we compare the average memory ac-
cess latency, aggregate memory bandwidth, and memory network
utilization/congestion between AIM and CPU-side acceleration.
Finally we present the overall energy savings of AIM.

5.1 Overall Performance Scalability

We demonstrate the overall performance scalability of AIM com-
pared to the CPU-side acceleration when there is an increasing
number of DIMMs (and associated CPU accelerators or AIM mod-
ules) from 1 to 16. To illustrate the impact of the AIMBus design, we
include the following settings with different AIMBus bandwidths:
1) AIM without AIMBus, 2) AIM with 3.2 GB/s AIMBus, 3) AIM
with 6.4 GB/s AIMBus, 4) AIM with 12.8 GB/s AIMBus (this is the
default version we will use in the rest of this paper), 5) AIM with
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Figure 8: Percentage of memory accesses that use the local DIMM and remote DIMM, as the number of DIMMs increases.

25.6 GB/s AIMBus. All performance is normalized to the one CPU-
side accelerator with one DIMM baseline. Figure 7 presents the
detailed performance speedup for the genomics applications.

There are a number of observations that can be extracted from

Figure 7. For ease of description, we take BWT as an example since
all benchmarks (except merge sort) have results similar to that of
BWT. Merge sort has limited parallelism in later merge steps, and
thus has marginal performance speedup for AIM over CPU-side

acceleration.

1.

For the one-DIMM case, AIM achieves around 2x performance
speedup compared to the CPU-side acceleration baseline, mainly
because the lower latency (around 17 nanoseconds) is achieved
by moving the accelerator closer to the DIMM. Detailed memory
access latency numbers with increasing number of DIMMs are
presented in Section 5.2.

. When the number of DIMMs increases, the performance of

CPU-side acceleration does not scale well when exceeding four
DIMM:s. It is mainly limited by the memory network bandwidth
and pin-out that connects the CPU to the memory modules.
Section 5.3 demonstrates a more quantitative evaluation of the
memory network utilization.

. The performance of AIM without AIMBus usually shows slightly

better performance compared to the CPU-side acceleration base-
line, because for most of the memory accesses, the AIM module
accesses its associated local DIMM and does not need to go
through the memory network. But we find that the performance

is still not satisfactory. The main reason is that for any remote
DIMM access between DIMM 1 and DIMM 2, the request must
go from DIMM 1 to the CPU and then go to DIMM 2. Then sim-
ilarly, the response goes from DIMM 2 to the CPU and finally
goes to DIMM 1. This incurs a very long inter-DIMM access
latency. Figure 8 presents the local and remote DIMM access
percentage for each genomics application. With the number of
DIMMs increasing, the percentage of remote memory accesses
increases significantly. This drives the need for AIMBus which
can achieve a much lower remote memory access latency (with
an additional 10 nanoseconds if no AIMBus congestion).

. The performance for AIM with AIMBus scales linearly with the

increasing number of DIMMs, and can achieve a much better
speedup compared to AIM without AIMBus. When the band-
width of AIMBus increases from 3.2 GB/s to 25.6 GB/s, the abso-
lute performance speedup keeps increasing. For the default 12.8
GB/s AIMBus bandwidth, it can achieve up to 12.4x performance
speedup with 16 DIMMs compared to the CPU-side acceleration
with one DIMM as baseline. Even compared to the CPU-side
acceleration with 16 DIMMs, AIM with 16 DIMMs can achieve
up to 3.7x speedup with a 25.6 GB/s AIMBus.

5.2 Average Memory Access Latency

The average memory access latency for BWT backward search is
shown in Table 4. In the CPU-side acceleration baseline, a sharp
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Figure 9: Memory network bandwidth utilization for the CPU-side acceleration baseline: congestion after 4 DIMMs.

Table 4: Average memory access latency in nanoseconds for
the BWT application (similar for others).

“——BWT
100%

Dynamic Proramming ~ ==MergeSort ~ =—FastEpistasis

Number of DIMMs 1 2 4 8 16

CPU-side acceleration (ns) 112 | 113.5 | 130.5 | 237.5 | 487

80%

AIM w/ 12.8 GB/s AIMBus (ns) | 17 | 19 20.1 | 23

27.5

increase in memory latency is observed once the memory wall is
hit. As more accelerators and DIMMs are added to the CPU-side
acceleration, the pressure on the memory system increases. When
it exceeds the available memory network bandwidth, all additional
accesses result in a sharp increase in memory access latency, as
accesses begin to build up behind the memory controller. This re-
sults in a reduction in per-accelerator performance, as an increased
number of accelerators share the limited bandwidth. In contrast, in
the system with AIM (and 12.8 GB/s AIMBus by default), many of
the accesses are local to the associated DIMM which only exploits
around 17 nanoseconds. Only remote DIMM accesses have to com-
pete for the bandwidth of the AIMBus, which still incurs a much
shorter latency because different DIMMs are directly connected by
the AIMBus and do not go through the conventional memory net-
work. The average memory access latency of AIM with 12.8 GB/s
AIMBus is also shown in Table 4. It is much shorter than the mem-
ory access latency of CPU-side acceleration with the number of
DIMMs increasing. While not shown, other benchmarks exhibited
similar memory access latency.

60%
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Figure 10: Low memory network bandwidth utilization for
AIM with 12.8 GB/s AIMBus using 16 DIMMs.

5.3 Memory Network Bandwidth Utilization

In most cases, our CPU-side acceleration baseline system encoun-
ters the memory wall after adding more than four DIMMs. To
illustrate this, we profile the utilization of the memory network
bandwidth of the CPU-side acceleration in Figure 9. Even though the
accelerator resources are scaled up in the CPU side as the number
of DIMMs are scaled up, no performance improvement is observed
once the memory network is fully saturated. Figure 10 illustrates
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a similar measurement of the memory network utilization for sys-
tems featuring AIM with 16 DIMMs. As clearly shown, nearly all
of the memory network traffic is eliminated while executing the
benchmark.

54 Aggregate Memory Bandwidth

To further demonstrate the benefits of AIM, we present the actual
aggregate memory bandwidth of AIM with 12.8 GB/s AIMBus us-
ing 16 DIMMs. As shown in Figure 11, it achieves around 70% of
the targeted bandwidth, which is much better than the CPU-side
acceleration shown in Figure 4. Note that the peak bandwidth we
provide for AIM with 16 DIMMs is 16*12.8GB/s = 204.8 GB/s, but
usually it is impossible to achieve this peak bandwidth.

5.5 Energy Savings

Finally, we also present the overall energy savings of AIM with
12.8 GB/s AIMBus over CPU-side acceleration using 16 accelerators
and DIMMs in total. As shown in Figure 12, AIM achieves 1.3x to
3.3x energy savings over CPU-side acceleration for different appli-
cations. Most of the energy savings come from the performance
improvement as presented before. There is little power saving in
AIM although it almost eliminates the conventional memory net-
work utilization. The reason is that it introduces an AIMBus which
consumes comparable power to that of the memory network.

6 RELATED WORK

Early work such as CRAM [13], IRAM [35] and PIM [40] integrate
compute engines directly into DRAM modules. These architectures
are useful for simple operations, such as vector addition, but not
for more complex applications. Although these architectures have
very high bandwidth, their cost and design complexity are high due
to the integration of accelerators directly into the internal structure
of DRAM. Such designs are less able to leverage economy of scale
to keep DRAM prices low. In contrast, our design is modular and
does not require any modification to an existing system.

More recently, some work like Copacobana [39] integrates FPGA
accelerators directly into DIMMs. However these designs require

35

N
¥} wn

Energy savings
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Figure 12: Energy savings for genomics applications of AIM
over CPU-side accelerators for 16 accelerators/DIMM:s.

a change to the memory controller to allow it to interact with
the modules. These modules are mostly useful for embedded and
specialized systems. In contrast, our system does not need any
modification to the existing system. There are some commercial
approaches that add FPGA as a separate socket into the Intel Xeon
server for acceleration and share the same memory. Examples in-
clude the Convey machines [12] and the Intel-Altera Heterogeneous
Architecture Research Platform (HARP) [19]. However, these FPGA
accelerators still incur regular long memory access latency.

Most recent studies focus on 3D stacked memory, such as the
Hybrid Memory Cube (HMC) [22] and High-Bandwidth Mem-
ory (HBM) [25], which present an entirely new category of high-
performance memory with large bandwidth and lower latency.
There has been some work that places hardware accelerators in
such 3D stackable memories. For example, [47] suggested placing
hardware accelerators at the bottom layer of a 3D stacked memory
and accelerating multiple big-data workloads like sorting, string
matching and memcopy. [1] suggested combining a DRAM-aware
reshape accelerator integrated with 3D-stacked DRAM and accel-
erating data reorganization routines selected from the Intel Math
Kernel Library package. Our approach is orthogonal to 3D stacked
memory and could also be integrated into a system like the 3D
stacked HMC—in fact, it would allow a unification of the memory
network and AIMBus.

There is also work on tackling the limitations of processor pack-
aging pin-out by introducing new interconnects such as radio fre-
quency [7] and optical networks [42]. Although these technologies
are effective for overcoming the memory wall to some degree, they
are ultimately limited by the bandwidth achievable with their ag-
gregation of frequencies or wavelengths, as well as the aggregate
bandwidth of all DIMMs in the system. Our design is only limited by
the aggregate bandwidth of all DIMMs in the system, irrespective
of the bandwidth of the memory network or pin-out.

In addition to the above near memory computing architectures,
a distributed flash store has been proposed to accelerate big data
analytics (Blue Database Machine) [23] by putting accelerators
closer to disk. Our design is similar in that we integrate computation



with memory, but we do so at a different level where we may also
have closer communication with the CPU.

Finally, some prior work has been done in accelerating genomics
applications using FPGA-based hardware acceleration [8, 34]. How-
ever, these studies are limited in their scalability when adding new
memory modules. There has also been some work in using GPUs
for computational genomics like BWT [27] and the detection of
epistasis [24], which are much more power-hungry than our AIM
accelerators.

7 CONCLUSION

In this paper we present a novel, scalable and non-invasive near-
memory acceleration platform called AIM that interposes acceler-
ators near the DRAM. AIM envelopes the FPGA accelerators as
a separate package and places it between the DIMM and mem-
ory network. It uses off-the-shelf everything including OS, CPU,
DRAM, and memory controller. A much lower memory access la-
tency and scalable memory capacity and bandwidth are achieved
when adding more DIMMs into the system. Our design is ben-
eficial for highly data-parallel computations with poor locality
and bandwidth-intensive workloads—like computational genomics.
These tasks are heavily impacted by the overwhelming memory
wall bottleneck in conventional CPU-side acceleration platforms.
We demonstrate an up to 3.7x performance speedup of AIM com-
pared to the CPU-side acceleration.
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